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Abstract

Many introductory ecology textbooks illustrate succession, at least in part, by using certain classic studies (e.g. sand dunes, ponds/bogs, glacial till, and old fields) that substituted space for time (chronosequence) in determining the sequences of the succession. Despite past criticisms of this method, there is continued, often uncritical, use of chronosequences in current research on topics besides succession, including temporal changes in biodiversity, productivity, nutrient cycling, etc. To show the problem with chronosequence-based studies in general, we review evidence from studies that used non-chronosequence methods (such as long-term study of permanent plots, palynology, and stand reconstruction) to test the space-for-time substitution in four classic succession studies. In several cases, the tests have used the same locations and, in one case, the same plots as those in the original studies. We show that empirical evidence invalidates the chronosequence-based sequences inferred in these classic studies.
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INTRODUCTION

Succession is one of the oldest concepts in ecology (Johnson 1979; Pickett et al. 1992). Many introductory ecology textbooks (e.g. Odum 1953; Oosting 1956; McNaughton & Wolf 1973; Ricklefs 1990; Krebs 2001; Stiling 2002; Rose & Mueller 2006; Keddy 2007) have used certain early (classic) examples of vegetation succession: coastal sand dunes, ponds/bogs/small lakes, till substrate following glacial retreat, and agricultural fields following abandonment. All of these classic studies used the space-for-time substitution (chronosequence) method to study the succession.

In this paper, we review these classic examples of chronosequence-based succession and the studies that have tested the chronosequence assumptions and inferences. These classic examples are: Cowles (1899) study of sand dune succession, Dachnowski’s (1912, 1926a) study of hydrarch succession, Cooper’s (1923a,b, 1931, 1939) and Crocker & Major’s (1955) studies of succession on till substrate following glacial retreat, and Billings’ (1938) and Oosting’s (1942) studies of old-field succession. In several cases, the tests of these chronosequence-based successions have used the same locations and, in one case, the same plots as those in the original studies. The results of these tests show that, regardless of how we may choose to define succession, there is sufficient empirical evidence to reject continued use in textbooks of these particular chronosequence-based examples of succession.

At one time or another, many of us have used chronosequences in our studies, often reluctantly because there seemed to be no other method that offers the convenience of using contemporary spatial patterns to infer long-term vegetation change. Many important contemporary ecological studies rest, at least in part, on chronosequence methodology, for example, studies of biodiversity (Addison et al. 2003), nutrient cycling (Vitousek et al. 1995), productivity and carbon flux (Law et al. 2003; Litvack et al. 2003), natural and anthropogenic disturbances (DeLuca et al. 2002), restoration (Aide et al. 2000), and global change (Choi & Wang 2004; Grunzweig et al. 2004). Because of such widespread continued use of chronosequences, it is essential to address the fundamental problems that may arise from such use; we do so by using the classic chronosequence-based textbook examples of succession.
DEFINITION AND ASSUMPTIONS OF CHRONOSEQUENCES

Because of the length of time required to actually observe the successional vegetation changes in a single site, studies of succession used the method of substituting space for time, generally referred to in ecology as a chronosequence (for the purpose of this paper, we will use ‘space-for-time substitution’ as equivalent to chronosequence). This method infers a time sequence of development from a series of plots differing in age since some initial condition, i.e. time since the site became available for occupation or colonization or the time since last disturbance. It makes the critical assumption that each site in the sequence differs only in age and that each site has traced the same history in both its abiotic and biotic components. If these assumptions are correct, then each site will have repeated the successional sequence of every other older site up to its present age. This is the same assumption made in static life tables that allows the age distribution of a population taken at one point in time to represent the survivorship curve (Johnson et al. 1994).

There have been previous critiques of the chronosequence method in ecology that pointed out its inherent problems and limitations (e.g. Collins & Adams 1983; Pickett 1988) and suggested the need to validate or justify the critical assumptions that abiotic and biotic conditions have remained constant over the time span of the successional change under study and that all sites have tracked the same history. Unfortunately, the justification generally provided in chronosequence-based succession studies involves, at best, an indication that all sites share a similar substrate or topographic position (e.g. Billings 1938). Many ecologists and foresters have continued to use the chronosequence method to study succession [e.g. 249 references (2000–2007) obtained on Web of Science using the search terms ‘chronosequence AND succession’, a majority without testing the chronosequence assumptions].

TESTING THE ASSUMPTIONS OF CHRONOSEQUENCES

Dune succession

Although preceded by earlier studies of vegetation succession on coastal dunes (e.g. Beck-Mannagetta 1890; Warming 1895), the classic study of dune succession widely cited in English-language (especially American) textbooks is that by Cowles (1899), who examined plant communities on sand dunes along the southern shore of Lake Michigan. As the post-glacial lake receded over time, it resulted in the formation of a sequence of sand dunes representing former beach ridges. From the vegetation found growing on the sequence of dunes that varied in age, Cowles (1899, 1901), and subsequently Whitford (1901), inferred a sequence of vegetation development that is repeated in numerous ecology textbooks (e.g. McNaughton & Wolf 1973; Ricklefs 1990; Krebs 2001; Smith & Smith 2001). The vegetation sequence for dune succession generally presented in textbooks (e.g. Fig. 1) tends to show a simple linear successional sequence of annuals, sand-binding dune grasses, cottonwoods, pines, and oak, despite the fact that Cowles (1899) had emphasized that only perennial dune grasses, shrubs, and trees such as cottonwoods were dune-forming plants (with cottonwoods germinating ‘in protected depressions on the upper beach’, p. 182) and had described different successional pathways for different dune locations (e.g. windward vs. lee slopes). Although Cowles (1899) and Clements (1916) appeared to recognize a more complex succession on dunes than that illustrated in Fig. 1, they had a firm belief in the predictable directional replacement of species to a climax driven by habitat modification by plants; i.e. the seral plants modify the light and edaphic conditions of the dunes, leading to a more mesophytic environment that culminates in the mesophytic climax forest characteristic of the lake region.

There is ample empirical evidence against this classic textbook dune successional sequence; see review by
Miyanishi & Johnson (2007). The first addresses the role of annuals such as *Cakile edentula* in dune succession. This species is found primarily on sandy areas of the beach that are kept bare in the fall and early spring by high waves (Payne & Maun 1981). Despite the contention in McNaughton & Wolf (1973) that the dune grasses replace the annuals in this succession, *Cakile* is not a dune pioneer and is not replaced by *Ammophila*. The seeds of *Cakile* are dispersed onto the beach driftline by high waves in fall and winter (Payne & Maun 1981). However, their habitat is also regularly swept bare by these same high waves. Thus, the habitats of the annual *Cakile* and perennial *Ammophila* are segregated by the seasonal wave disturbance, and it is the disturbance regime, not the time factor, that determines where these two species grow.

The second line of evidence against this dune successional sequence concerns the cottonwoods (*Populus*), shown in Fig. 1 dominating the second dune ridge behind the *Ammophila*-dominated foredunes. The inference from this diagram and stated explicitly in some texts is that this second ridge had once been dominated by *Ammophila* and was subsequently invaded by cottonwoods (McNaughton & Wolf 1973; Krebs 2001). However, not only Cowles (1899) but numerous other studies (Fuller 1912; Downing 1922; Weaver & Clements 1929; Olson 1958; Poulson 1999) have reported that the cottonwoods establish only on moist germination beds such as depressions on the beach, low pannes, swales, or recently in-filled runnels, all with surfaces close to the water table. This species does not successfully colonize dunes previously established by *Ammophila*. However, once established, the cottonwood seedlings are tolerant of subsequent sand deposition by virtue of their rapid vertical growth and adventitious roots (Fuller 1912; Poulson 1999). Once again, it is not facilitation by *Ammophila* that explains the occurrence of cottonwoods on the second dune ridge but the particular historical sequence of a moist germination bed close to the water table followed by subsequent sand deposition after the seedlings had become well-established.

The third argument against the classic dune successional sequence was made by Olson (1958) who did a much more extensive study of the same Lake Michigan dunes studied by Cowles. Olson had the advantage of being able to date the dunes; his study showed that dunes of equal ages had a wide range of vegetation cover types, and he concluded that the vegetation found on any particular dune location depended on topographic location and disturbance history. Olson’s study showed that tree species, such as *Tilia americana* and other hardwood trees, could be found on young dunes, particularly on steep lee slopes and in protected pockets. He also argued against eventual replacement of black oak-dominated communities by beech-maple forest on the oldest dunes (not shown in Fig. 1 but predicted as the eventual climatic climax in this succession by Cowles (1901) and Clements (1916), citing carbonate leaching of the older dune soils to produce acidic conditions that are not tolerated by beech or sugar maple.

Finally, the argument of facilitated dune succession leading to the directional progressive change from dune grasses to mesophytic forest was based on hypothesized changes to the light conditions and sandy soil brought about by each successive dominant species (Cowles 1899). In particular, it was hypothesized that the plants changed soil properties (such as field capacity, pH, and base saturation) in a way that facilitated successful establishment by the next seral dominants. However, these purported changes to the soil were themselves based on chronosequence studies (e.g. Salisbury 1925; Morrison 1973). Subsequent studies by Baldwin & Maun (1983) and Poulson (1999) failed to find significant differences in many of these soil properties (e.g. humus content, CEC, depth of A-horizon) between dunes of varying age with different vegetation cover. Furthermore, through experimental seeding and seedling transplant studies, Lichter (2000) was able to show that so-called ‘later’ successional species, such as *Juniperus communis*, *Pinus strobus*, and *Quercus rubra*, could successfully establish on young dunes with minimal soil development, further supporting Olson’s (1958) earlier study. Thus, Lichter as well as Chadwick & Dalke (1965) concluded that soil development was not a significant factor explaining species distributions on dunes.

Interestingly, a careful reading of Cowles’ (1899) original observations (not viewed through the lens of succession) suggests the actual processes and mechanisms determining species composition of the dunes. He noted that ‘[p]erhaps no topographic form is more unstable than a dune’ and ‘on the whole the physical forces of the present [italics ours] shape the floras as we find them’ (p. 96). In fact, the dynamic nature of sand dunes has been extensively studied by coastal geomorphologists, who have been concerned with the availability of sand or sand budgets (e.g. Bowen & Inman 1966; Davidson-Arnott 1988; Loope & Arbogast 2000; Bauer & Davidson-Arnott 2002), and aeolian geomorphologists interested in the transport of sand by wind (e.g. Hesp 1988, 1996, 2002; Namikas & Sherman 1998; van Dijk et al. 1999; Arens et al. 2001; Arbogast et al. 2002; Hesp & Martinez 2007). Even established dunes are subject to sand transport when a sand supply upwind becomes available for transport, resulting in buried forests and soil profiles (Cowles 1901; Wolfe 1932; Ranwell 1958; Anderton & Loope 1995; Loope & Arbogast 2000). Thus, much of the current literature recognizes sand burial (and erosion) as the most important factor influencing the distribution of coastal dune vegetation, particularly on the foredunes (e.g. van der Valk 1974; Zhang & Maun 1990; Martinez & Moreno-Casasola 1996; Kent et al. 2001; Maun 2004).
Recently, Miyanishi & Johnson (2007) proposed as an approach to studying the vegetation on coastal dunes the coupling of an understanding of sand budgets and aeolian sand transport in the formation and development of dunes (see references in previous paragraph) with the large literature available on species’ tolerances for sand deposition and erosion (e.g. Maun & Lapière 1984, 1986; Harris & Davy 1987; Sykes & Wilson 1990; Maun 1996, 2004). Such an approach would provide a more useful framework for explaining the distribution of plant species on dunes, particularly the foredunes (Moreno-Casasola 1986; Tyndall et al. 1986; Hayden et al. 1995; Maun & Perumal 1999; Dech & Maun 2005). On stabilized dunes further inland, other disturbances such as fire, grazing, insect outbreaks, logging, etc. play a more dominant role in influencing vegetation than sand movement.

Hydrarch succession

The classic hydrosere or hydrarch succession for small water bodies, such as bogs, ponds, and small lakes, described in textbooks (e.g. Ricklefs 1990; Roberts et al. 1993) is based on the zonation of vegetation observed around these water bodies. The spatial zones of plant cover occurring outward from the open water were used to infer the temporal stages in the conversion (succession) of open water to a mesic forest characteristic of the climatic region (Dachnowski 1912; Clements 1916; Gates 1926; Tansley 1939). According to Weaver & Clements (1929, p. 65):

the area once covered by deep water becomes transformed into a forest, a phenomenon clearly conceivable when one follows the actual processes of development. … This whole developmental process in action may be found about lake margins where each stage is shown as a definite zone.

The figure often used to illustrate this conversion process (Fig. 2) was first presented by Dachnowski (1912, 1926a). The seral stages for this succession in freshwater systems were typically given as: submerged plants, floating plants, reed swamp, sedge meadow, woodland, and climax forest (Weaver & Clements 1929), although some differences were recognized in the stages between the succession of bogs and that of ponds and lakes. Tansley (1939) described similar stages in British systems: water plants (hydrophytes), reeds and bulrushes, marsh and fen plants, shrubs and trees, and finally the climax forest.

Although Clements’ (1916) explanation for succession relied primarily (or solely) on habitat changes brought about by the plants themselves [i.e. Tansley’s (1935) autogenic succession], Tansley’s (1939) explanation for hydrarch succession involved both autogenic and allogenic processes:
the infilling of the basin and raising of the submerged soil surface was presumed to occur through a combination of accumulation of partially decomposed organic matter from the plants growing on, in, and around the water body and deposition of sediments from overland flow.

In general, studies of hydrarch succession in both Europe and America have been based on the chronosequence method (e.g. Transeau 1903; Pearsall 1920; Walker 1940; Dansereau & Segadas-Vianna 1952). The first non-chronosequence-based study of hydrarch succession that appears in the literature was that of Heinselman (1963) who used evidence from stratigraphy, topography, and vegetation to reconstruct the history of Myrtle Lake in Minnesota (Fig. 3). Rather than the water-filled depression filling in and the open water converting to a forest as initially hypothesized by Dachnowski (1912), the result was bog expansion, paludification of surrounding areas, rising water tables, and maintenance of the open water, albeit at a higher elevation.

Walker (1970) noted that ‘Current ecological theory … maintains the view that mire zonation recapitulates hydroseres history.’ To test the hydrarch succession inferred from chronosequence studies, he used pollen analyses of cores from small and large inland basins in Britain. Based on his results, Walker commented: ‘The most impressive feature of these data is the variety of transitions which have been recorded’ and ‘It is impossible to select a “preferred” sequence’ (p. 123). He concluded that, the range of vegetation types in a single locality at any one time does not necessarily reflect the sequence which has led to the current pattern at that site, nor does it alone predict the future of the vegetation there even if allogenic influences can be excluded (p. 137).

As previously shown by Heinselman (1963), Walker also recognized the critical significance of the entry of Sphagnum that generally resulted in a persistent bog stage. In fact, because of the widespread and apparently persistent nature of Sphagnum bogs in the boreal zone, a number of studies (Katz 1926; Van Breemen 1995; Klinger 1996) have even proposed it as the climax community!

Figure 3 Reconstruction of vegetation changes at Myrtle Lake, Minnesota. Reproduced from Heinselman (1963), with permission from the Ecological Society of America.
Another paleoecological test by Jackson et al. (1988) investigated a chronosequence of dune ponds at Miller Woods in Michigan, which showed a sequence of plant communities from submersed and floating macrophytes in the youngest ponds to emergent plants (Typha angustifolia) as the dominants in the oldest ponds. They used pollen analysis to test whether the observed spatial pattern represented the temporal pattern of vegetation change within the oldest 3000-year-old pond as originally proposed by Shelford (1911); see also Shelford (1963, p. 51). What Jackson et al. (1988) found was that the Typha stands in the oldest ponds had developed only in the last 150 years in response to local human disturbance. They concluded that ‘[m]odern vegetational differences along the chronosequence reflect differential effects of disturbance rather than autogenic hydrarch succession’ (p. 928).

Finally, a long-term study of a small kettle-hole bog in Michigan by Schwintzer (1978) showed that the vegetation changed repeatedly between a Chamaedaphne association and bog forest. From the coincidence of the vegetation shifts with recorded changes in climate and water levels, Schwintzer concluded that allogenic (weather-related) changes in bog water levels were the major forcing function in the observed vegetation changes.

As with the dune succession example, later ecologists appeared to ignore qualifications in the early chronosequence-based studies; for example, Dachnowski (1926b) recognized that peat profiles ‘show that the historical sequence of vegetation does not necessarily correspond with the horizontal zonation and succession of plant associations at the surface’ (p. 134). Also, Pearsall (1920, p. 196) had noted: ‘Actual observation shows that the types of succession are very numerous’ (i.e. the successional sequences are much more complex than that given in textbooks). Pearsall inferred different sequences, based on siltation rates as well as substratum, and also recognized some ‘apparently reversible’ changes dependent on the rate and type of siltation. Despite this early recognition of problems with the classical hydrarch succession as well as the clear subsequent tests of the hypothesized succession, the early diagram by Dachnowski (1912) indicating the succession of open water to terrestrial mesic forest has remained the legacy in textbooks.

On the other hand, the dynamic nature of wetlands has been well studied by hydrologists who have recognized that water levels fluctuate over time (e.g. Winter 1989; Woo & Rowsell 1993; Winter & Rosenberry 1995; LaBaugh et al. 1998; Johnson et al. 2004) and are controlled by the balance between water inputs and outputs that are, in turn, controlled by hydrological processes, such as precipitation, evapotranspiration, groundwater exchange, and surface water inputs and outputs (see Hayashi & van der Kamp 2007). Water levels in wetlands show interannual and interdecadal oscillations related to climatic variability (Winter & Rosenberry 1998; van der Valk 2005). Also, disturbances or changes in landuse in the catchment can result in dramatic changes in hydrological processes and, hence, water levels (van der Kamp et al. 1999, 2003).

For the past 30 years, van der Valk et al. have conducted studies in the vegetation dynamics of prairie wetlands (e.g. van der Valk & Davis 1976, 1978; van der Valk & Welling 1988; van der Valk 1994; Seabloom et al. 2001; Seabloom & van der Valk 2003). Their studies have shown that wetland plant species have various life-history strategies (e.g. lifespan, seed longevity, dispersal, vegetative reproduction) that can explain their establishment, persistence, or extinction under varying water level regimes. In 1981, van der Valk proposed a qualitative model to explain and predict changes in wetland species distributions in response to changing water-level regimes in wetlands; more recently, he reviewed the current understanding of post-disturbance coenocline development in prairie wetlands (van der Valk 2007). Thus, it is clear that the vegetation of wetlands can be better understood through an understanding of the dynamic nature of wetlands with their fluctuations in water levels and the responses of plant species to these changes.

Glacial till succession

Cooper’s (1923a,b, 1926, 1931, 1939) studies at Glacier Bay, Alaska, provided the textbook example of primary succession on glacial till following ice retreat (e.g. Ricklefs 1990; Begon et al. 1996; Krebs 2001; Smith & Smith 2001; Molles 2002; Stiling 2002; Rose & Mueller 2006). As described in these texts, the succession begins with the pioneer mosses and a few shallow-rooted herbaceous species, notably Dryas. Next, several kinds of willow (Salix) appear, prostrate species at first, but later shrubby types. Soon alder (Alnus crispa) enters the succession and after c. 50 years produces thickets up to 10 m tall with a scattering of cottonwood. The alder is invaded by sitka spruce (Picea sitchensis), forming a dense mixed forest which continues to develop as western hemlock (Tsuga heterophylla) and mountain hemlock (T. mertensiana) become established.

(Begon et al. 1996)

Again, this primary successional sequence is based on the vegetation found on sites that were deglaciated at different times and thus were inferred to represent different ages or stages of vegetation development.

Similar to the dune succession example, the explanation for this vegetation development was based on Clements’ facilitation hypothesis. This explanation was bolstered by the much-cited study by Crocker & Major (1955), in which the soil properties of pH, carbon content, and nitrogen
content were measured at sites of different ages. Their study showed that the youngest sites had high pH but low carbon and nitrogen levels, whereas the older sites with alder had lower pH but higher carbon and nitrogen. Although this study was also based on a chronosequence, it was accepted as strong evidence, if not confirmation, for the facilitation explanation; i.e. that the late successional spruce and hemlock can only establish after soil modification (particularly nitrogen fixation) by the alders (Colinvaux 1993; Begon et al. 1996; Keddy 2007).

However, in order to test this hypothesized sequence of vegetation development on glacial till, we must look to empirical evidence from studies using methods other than chronosequence. Both Chapin et al. (1994) and Fastie (1995) studied succession at Glacier Bay, using some of the same sites that Cooper had established but different methods. Chapin et al. (1994) investigated spruce germination, seedling survivorship, and seedling growth in the first 2 years following planting in soils collected from the various aged sites as well as following seed planting in the actual sites. Their study showed that germination and seedling survivorship of spruce was not significantly better in the alder sites than in the pioneer sites. In general, the presence of alders inhibited rather than facilitated seedling establishment and growth of spruce. Chapin et al.’s results refute Colinvaux’s (1986, 1993) assertion that ‘it is undeniable that primary succession on glacial till at Glacier Bay is driven by habitat modification, at least in its early stages’ (p. 422). In fact, as Chapin et al. (1994) state: ‘the major facilitative effect of alder may occur after spruce emerges above the alder canopy’ (p. 170).

Subsequently, Fastie’s (1995) use of dendrochronological methods enabled testing of the hypothesis that the alder thickets found in the intermediate-aged sites are a necessary stage in the development of the spruce or spruce-hemlock forest. Spruce trees that establish either concurrent with or after the establishment of an alder thicket show in their growth rings a period of suppression with growth release after they have topped the alder canopy. Such growth ring patterns were found in the intermediate-aged sites. However, in the three oldest sites covered by spruce-hemlock forest, the trees did not show these signs of suppression and release. Furthermore, stand reconstructions for all of the sites showed that the recruitment of spruce in the younger sites was substantially slower than in the three oldest sites. The conclusion here is that there were no alder thickets in the three oldest sites at the time the spruce trees established, and therefore spruce recruitment and growth was not inhibited by the presence of an alder thicket. On the other hand, the younger sites were occupied by alders when spruce began recruiting. Fastie attributed the difference in recruitment patterns between the three oldest sites and all of the younger sites to the proximity of the former group to refugial spruce forests. At the time of ice retreat from each site, the three oldest sites were only 1.2–4.0 km from old growth refugia with spruce, while the younger sites were 7.5–34.0 km from spruce refugia and 23 to 27 km from the nearest stands with 10 cone-bearing spruce per hectare. Thus, with a nearby abundant seed source, the newly exposed till on the oldest sites was rapidly colonized by spruce. However, on the younger sites, species with better dispersal ability (e.g. small seeds) such as willows, alders, and cottonwoods were able to recruit before spruce.

The conclusion we can draw here is that there is no particular sequence of species dominants required in the development of plant cover on glacial till. As Chapin et al. (1994) concluded: ‘The order in which species colonize at Glacier Bay correlates closely with dispersability’ (p. 169). The initial colonizers are determined primarily by the availability of propagules, and the rate of recruitment and growth by later-arriving species is generally inhibited, at least initially, by the presence of the earlier occupiers.

Old-field succession

Our final example gleaned from textbooks (e.g. Goudie 1989; Ricklefs 1990; Krebs 2001; Smith & Smith 2001; Molles 2002) is the secondary succession on abandoned agricultural fields (Fig. 4). This example is based on a study by Oosting (1942) who examined former agricultural fields.
on the Piedmont of North Carolina that varied in time since abandonment: 1 to 3-year-old abandoned fields and 11 to 75-year-old pine stands (based on tree ages, not time since abandonment). According to Oosting (1942, p. 7): ‘Succession following abandonment of upland fields is represented by distinct communities which follow each other rapidly in the early stages.’ These early communities were dominated by Leptilon canadense and Digitaria sanguinalis (first year), Aster ericoides and Ambrosia artemisiifolia (second year), and Andropogon spp. (third year). From his chronosequence, Oosting also inferred that pines replace Andropogon, forming closed stands in 10–15 years, and are subsequently replaced by the climax oak-hickory (Quercus-Carya) forest by 70–80 years. As Buell et al. (1971, p. 67) stated:

The reasonable assumption is made that succession within a local area on a uniform substratum follows a generally predictable course and that any one field, within limits, represents a stage through which all others will pass or have passed. Subsequently, old-field succession was described more generally in textbooks as follows:

*bare fields are quickly covered by a variety of annual plants. Within a few years, most of the annuals are replaced by herbaceous perennials and shrubs. The shrubs are followed by pines, which eventually crowd out the earlier successional species; pine forests are in turn invaded and then replaced by a variety of hardwood species that constitute the last stage of the successional sequence.*

(Ricklefs 1990, p. 678)

The usual explanation for this succession is again that it is driven by the modification of the light environment (i.e. creation of increasingly shady conditions) and soil properties (increase in organic matter and soil profile development) by each preceding community (Goudie 1989).

However, although this textbook explanation implies that the species are invading the fields in a relay when conditions for their establishment are appropriate, McQuilkin (1940), Oosting (1942), and Keever (1950) had all noted that the dominants of later successional stages such as pines were commonly already present in fields 1 year after abandonment in North Carolina. Similarly, on the Piedmont of New Jersey, ‘[t]he dominants of older fields are all present in newly-abandoned fields’ (Bard 1952, p. 208). Furthermore, Coile (1940) did not find soil characteristics to be related causally to the invasion of pine into abandoned farmland. Thus, in their review of the evidence on old-field succession, Drury & Nisbet (1973, p. 345–346) concluded: ‘No evidence indicated that development of a [soil] profile is associated with the replacement of the vegetation type responsible by another one.’ Rather, the observed change in dominance in the first few years following abandonment was best explained by differential growth rates among species and likely some suppression by faster-growing species (Figler’s (1954) initial floristics composition model).

The colonization by plant species into abandoned fields is, however, dependent on the availability of propagules. As Keever (1950) noted, both the time of year and the species found in neighbouring fields at the time of last cultivation affect what seeds are available for germination as well as the conditions for seedling establishment. Thus, ‘[o]ne field from which sweet potatoes were harvested in late fall was dominated by ragweed the following year and another such field was dominated by horseweed’ (p. 247). Others have also noted the importance of nearby seed sources in determining species presence in abandoned fields (Beckwith 1954; Buell et al. 1971). Not surprisingly, the first woody dominants to appear in abandoned fields in the central basin of Tennessee were found to be species of Ulmus and Celtis, not pines, as no pines are native to this area (Quarterman 1957).

Because of the relatively fast rate of vegetation development on newly bared sites with soils (e.g. following farm abandonment) as opposed to that on soil-less substrate (e.g. sand dunes or glacial till), it has been possible to test old-field successional sequences inferred from chronosequence studies through long-term monitoring of permanent plots. For example, in prairie regions such as Kansas and Oklahoma, Booth (1941) had described the chronosequence-based successional stages for abandoned fields as: ‘weed, annual grass, perennial bunch grass, fully-developed prairie’ with an oak-hickory woodland or savanna eventually replacing the grasses on more mesic sites in the absence of human disturbance. However, Collins & Adams (1983, p. 187), using 32 years of permanent plot data, concluded that development from pioneer weeds to prairie on uncultivated sites does not require four stages in an orderly sequence, nor has such a sequence ever been conclusively demonstrated to occur on one site.

Similarly, Bard’s (1952) chronosequence-based study of old-field succession on the New Jersey Piedmont has been tested through the establishment in 1958 (Buell et al. 1971) and continued studies (e.g. Pickett 1982, 1983; Myster & Pickett 1990) of permanent plots in 10 old fields at the Hutcheson Memorial Forest. These studies have not supported Bard’s (1952) inferred successional sequence, either in the early stages [e.g. Pickett (1983) reported an absence of Bard’s Andropogon stage] or later stages [e.g. Pickett (1982) found multiple peaks of abundance and long periods of presence of Bard’s early successional herbaceous species]. The variation observed in vegetation change among the old fields could be explained by the variation.
in factors such as year of abandonment (interannual climatic variation), season of abandonment and adjacent vegetation (seed availability), last crop planted (irrigation, herbicide, and nutrient treatments), etc. (Myster & Pickett 1990). Buell et al. (1971, p. 73) concluded:

When one examines the data from different areas it does not appear that there is a uniform pattern for tree invasion of old fields throughout the deciduous forest region, and hence little basis for generalization.

**DISCUSSION AND CONCLUSIONS**

These classic chronosequence studies persist in textbooks and teaching perhaps because they present a simple, linear, pedagogical device that gives order to the confusing array of vegetation observed on the landscape and allows the past to be understood by the present vegetation patterns; i.e. they appear to allow one to ‘walk back in time’. As a result, much of our understanding of vegetation change and the management advice proffered have been based on chronosequence studies. Furthermore, many of us have a vested interest in the validity of chronosequences because we have used it, often unquestioningly, in our research on vegetation change. However, as shown in the previous sections, the inferences from chronosequences for all four of the textbook examples of succession have been found to be incorrect due to the fact that the key assumption of this method (that all sites used to represent various stages of development have traced the same history) was invalid.

Rode (1961) cautioned that any inferences from using a space-for-time substitution must be validated from data using other methods. When other methods (e.g. long-term study, stratigraphy, palynology, stand reconstruction) were used to investigate these classic studies of succession, they showed clearly that the inferred sequences did not represent the actual temporal changes that had occurred in any given site. Therefore, there seems little justification for the continued use of these examples in textbooks to illustrate the concept of succession, except perhaps in a historical context. If used in this way, it should also be pointed out that these inferred sequences have been refuted by subsequent studies.

This also raises the issue of the continued use of the space-for-time substitution in contemporary research without strong validation of the critical assumption and corroborating evidence through the use of other methods of study. In many of the published studies that have used the chronosequence method to study vegetation change, authors have not adequately justified its use through tests of its assumptions. Some simply assume that the spatial sequence they observe represents a temporal sequence: ‘It is often possible to work out the probable successional relations of an area by a careful study of the zonal communities within that area’ (Walker 1940, p. 95). Or their justification lies in other studies reporting similar sequences; as one editor of a prominent ecology journal commented: ‘All these chronosequences cannot be wrong.’ But repeated use of the same faulty method does not strengthen the inferred conclusions. In those studies that do attempt to justify the use of chronosequence method, the justification is based on the study sites having similar mineral substrate or topography. However, although these may be necessary conditions, they are not sufficient because they still fail to justify the more critical assumption that all sites have traced the same history. Without this assumption, the series of sites cannot be inferred to represent necessary stages of some successional sequence or vegetation/ecosystem development. As indicated in this and previous reviews (e.g. Drury & Nisbet 1973) of the literature, the evidence from actual tests of this assumption indicates that this assumption is generally not met, not only in the cases of the four examples discussed here but also in numerous other situations where chronosequences have been used to infer temporal changes. For example, Roozen & Westhoff (1985) analysed temporal changes (1953–1980) in salt-marsh vegetation from permanent plots along an altitudinal transect and found that the spatial zonation of the salt-marsh vegetation could not be related to temporal changes observed in any zone along the transect. Chazdon et al. (2007) studied stand dynamics within permanent plots in two Neotropical forests and showed that chronosequence-based trends had little to do with age since abandonment. They concluded that plots followed idiosyncratic pathways of species accumulations, likely driven by edaphic factors, land-use history, and landscape matrix. Zobel & Kont (1992) found that species composition of alvar communities along a coastal zone transect characterized by land uplift was determined by the ecological conditions rather than the age of any particular site. When site conditions were similar, differences between communities of different-age sites were negligible. Finally, Hotchkiss et al. (2000) clearly showed how past climate changes would have caused the rates of soil and ecosystem development to differ significantly along a chronosequence of sites in Hawaii.

In order to provide some perspective on the use of chronosequences in ecology, we might consider the history of geomorphology, a discipline that arose concurrently with ecology. Contemporaneous with the Clements vs. Gleason views on plant communities in ecology were the Davis vs. Gilbert views on landforms in geomorphology (see Drury & Nisbet 1971). In both debates, the issue was between a ‘big picture’ view of fitting together individual segments of the landscape into a developmental (genetic) scheme and an approach of understanding the mechanisms operating within each segment. By the latter half of the 20th century,
geomorphologists had abandoned most of Davis’ developmental framework and their focus had shifted from landform descriptions to the study of geomorphic transport processes. At the same time, the focus in ecology had been gradually shifting away from the description of vegetation patterns (actual or idealized) to the study of processes involved in plant–environment (e.g. moisture-nutrient gradients), plant–plant (e.g. competition), and plant–animal (e.g. predation) interactions, as well as to the studies of dispersal, species migrations, population dynamics, and other ecological processes that play a role in vegetation dynamics. Thus most of contemporary ecological research is focused on understanding the mechanisms producing the observed patterns, rather than on attempting to fit the pattern into some hypothesized or idealized developmental framework.

It is clear that the chronosequence method is not generally useful in the study of vegetation dynamics, as the assumption of stability (biotic and abiotic constancy) over the time span of any successional sequence is highly unlikely. Since the time of the early studies by Cowles, Shelford, Dachnowski, etc., our understanding of moderate-to long-term climatic changes (e.g. atmospheric teleconnections such as the El Niño–Southern Oscillation, Pacific Decadal Oscillation, and North Atlantic Oscillation) and of natural disturbances (such as fires, windstorms, and floods), as well as the relationships between these two, has grown substantially.

In conclusion, we think it is time to recognize the overwhelming empirical evidence invalidating these classic chronosequence-based examples of succession and to stop using them in ecology textbooks and course curricula. It is also time to require ecological studies using chronosequences to provide strong tests of its critical assumptions rather than ignoring them or simply paying lip-service to them.
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